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“What is a Car?

(...or, what does a car look like? What are the features?)

Copyright © 2013 Next Century Crpor [o]




=

-

Copyright © 2013 Next Centur'?ﬂ/ 0rpora







Labeling the Cars

» Taking the picture is the easy part!

* Now, annotate the images
* Draw a box around each car, or
* Draw an outline around each car
 Store the information in a metadata file
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Existing DataSets

Caltech 101 and Caltech 256
(http://www.vision.caltech.edu/Image_Datasets/Caltech101/)

* 101: 101 classes, 40 to 800 images per class
» 256: 256 classes, 30607 images, up to 850 images per class

+ Pascal Visual Object Classes (VOC) Challenge
(http://pascallin.ecs.soton.ac.uk/challenges/VOC/)

* Challenges from 2006 to 2102
* Up to 20 classes, 11,530 images, 23,374 annotated objects
« Pascal VOX 10x (http://vision.ics.uci.edu/datasets/)
* 11 categories 10 times as many images as VOC
« LabelMe (http://labelme.csail.mit.edu/Release3.0/)
» Thousands of classes and instances, grouped by Collection
* Annotation tool

* ImageNet (http://www.image-net.org/)
» Class hierarchy based on WordNet, 21,841 synsets, 14,192,122 images
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Performance (%)

40 is too few, but ...

Caltech-101 / Caltech-256 Performance
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From: Griffin, G. Holub, AD. Perona, P. The Caltech 256.

Caltech Technical Report

http://www.vision.caltech.edu/Image Datasets/Caltech256/

Unfortunately ...
Depends on the object

6000 is not much better than 2000

Average precision

At least 500 to 1000
Keep training until it levels off

- But watch out for overtraining
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From: Xiangxin Zhu, Carl Vondrick, Deva Ramanan, Charless Fowlkes.
“Do We Need More Training Data or Better Models for Object
Detection?“ British Machine Vision Conference (BMVC). Surrey, UK,
September 2012. http://web.mit.edu/vondrick/largetrain.pdf
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The Right Data

* Must cover the range of object
* Size, shape, orientation, color, condition
* Must cover the range of environments
« Range to object, lighting, rain / snow
 Should not repeat between training / validation / testing
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Create Our Own (On a Budget)

3D Model

Blender

Java Code
Python Script

Background
Image

Composite
Image
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Create Our Own (On a Budget)
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Democratize

» SIGHTT—Synthetic Image Generation Harness for Training and Testing
 Built on Amazon Elastic Compute Cloud and S3

Welcome to SIG
€ hitp://sightt.com/ - | G| 4| x Ml 2 ging p -

i Favorites |®WercometoﬁlGHTT | | B~ ~ [ deh v Pagev Safetyv Tools~ i@~

SIGHTT

Home  StarttheWizard = Current Jobs Upload Model  Logout

Welcome to the Synthetic Image Generation Harness for Training and Testing (SIGHTT) web page. The purpose of the
SIGHTT system is to permit object recognition researchers to generate a large collection of ground-truthed synthetic
images that span a wide range of operational conditions. Using these images, researchers and practitioners can both
train classifiers (e.g., object detectors) and evaluate their object recognition algorithms on very large sets of input
data.

The SIGHTT Wizard allows you to choose a background and a 3D model and generate synthetic imagery from them.

Start the Wizard

The Sightt Project, 2013. Version 0.7 Beta. Latest Build Info

€D Internet | Protected Mode: On Fy v HI00% v
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SIGHTT Wizard Interface

@ € SIGHTT Wizard » Select Model x | 0] Clark Dorman - Outiook Web App [ +

(- @ www.sightt.com/wizard/selectObject® : c ~ Google Al ¥ A B » -~
o E
Step 1 Step 2 Step 3 Step 4 Step 5 Step 6
Background 3D Model Location Complexity of Perspectives Advanced Options Summary

Select a 3D model that will be merged to the background. Then adjust the size of the model so that it is the desired size. -

Select existing Preview

:

m

|
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Flexible System

* Pretty much any object you want
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<?xml version="1.0" encoding="UTF-8" standalone="yes" ?>

- <annotation>
<filename>RPG-7_-170_80_-180_JaWV1c8dpdFKUIPE.png</flename>

- <source>
<database>C:\fakepath\office_small.jpg</database>
<image>zWFGvfrlpvJ68bXL.png</image>
</source>

- <size>

<Width>1000</Width>

<Height>844</Height>

<depth>3</depth>

<[size>

<object>

<modelName>1zrXo6w37qRAQEY2.blend</modelName>

<viewAngle>

<pan>-170</pan>

<tilt>80</tilt>

<roll>-180</roll>

</viewAngle>

- <distanceFromCamera>

<distance>10</distance>

<unit>meter</unit>

</distanceFromCamera>

<name>RPG-7</name>

<objectID>1zrXo6w37gRAQEY2.blend</objectID>

<classID>1</classID>

<occlusion>0</occlusion>

<polygon>

<pt>

<x>124</x>

<y>301</y>

</pt>

<pt>

<x>257</x>

<y>843</y>

</pt>

</polygon>

</object>

</annotation>



http://www.vision.caltech.edu/Image_Datasets/Caltech256/
http://www.image-net.org/
http://www.blender.org/
http://www.turbosquid.com/
http://www.kevinkarsch.com/publications/sa11.html

Realism

» Adding bit by bit
* In work or done:
» Edge matching
» Color and brightness histogram matching
* Planning on
» Color variation
« Camera model
 Lighting
* 3D environment
» Shadows
* Occlusion
* Haze, dust, rain, snow

e a
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Without Edge Matching With Edge Matching
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<Why Does Realism Matter?

Without Edge Matching

Large numbers of SIFT features appear on poor edges

-

_ .
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Does Training on Synthetic Imagery Wor

* Active area of research
* Limited evaluation indicates ‘Yes’

Comparison: y

« Real: Real training images
 Composite: Shadow inserted into .
imagery o

« Shadow: Basic plus shadow a

» Basic: Rendered car with white 5
background

* Have not tried Real and Composite
together :

T T T T T T T T T
Q 01 0.2 0.3 0.4 05 0.6 Q7 08 09 1
Percent Correct Megative
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<But | Don’t Have a Model of My Gizmﬂo.-'

* Buy one: http://turbosquid.com, http://blender-models.com,
http://tf3dm.com

* Make one:
* Make it in Blender http://www.blender.org/
* Hire an art student to make it in Blender / Maya / 3DS Max
» Take pictures and turn into model (http://www.123dapp.com/)
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<Can we use SIGHTT? How much does :

* Not yet...release requires approval
* SIGHTT will be going Open Source
 Source code available
 Cloud CPU time depending on funding
» Undergoing active development now
- If you want something, please ask
* Alpha in Nov/Dec
- Let me know if you want to join
* Beta in Feb/Mar
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“Conclusion

- Hand generation of annotated data is time consuming and
expensive

 Use existing data sources if you can

* They likely don’t have all the data you need
* SIGHTT will be able to produce data quickly and cheaply
 Probably useful for you

» After release, will be easy to find out

* Will get better over time
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Resources

DARPA VMR—
http://www.darpa.mil/Our Work/120/Programs/Visual Media Reasoning %28VMR%29.aspx

SIGHTT—http://www.sightt.com (coming soon)
How much data?

« Zhu et al, “Do We Need More Training Data or Better Models for Object
Detection? http://web.mit.edu/vondrick/largetrain.pdf

« Stanford Machine Learning Class—https://www.coursera.org/course/ml
Existing data sets
» Caltech 256-http://www.vision.caltech.edu/Image_Datasets/Caltech256/
* ImageNet-http://www.image-net.org/
Blender—Free 3D tool http://www.blender.org/
3D Models—TurboSquid (yes, really) http://www.turbosquid.com/

Really good synthetic data—Kevin Karsch, UIUC
http://www.kevinkarsch.com/publications/sa11.html
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